
8:30
Welcome

ITMD:  A Short History 
and Thoughts for the Future 

Doug Hatch, CRITFC Fishery Science Dept Chair

8:40 Budget Brief Sheryn Olson, ITMD Coordinator (CRITFC)

8:50
Columbia Basin Fish & Wildlife Library: 

Resources for Researchers
Tami Wilkerson, Library Program Lead/Librarian, CBFWL

9:00
Our biggest obstacles? 
Our possible solutions? 

 YNF          – Michelle, Bill, Anneliese, et al.
 CTUIR      – Colette Coiner, Stacy Schumacher, et al.
 CTWSRO – Stefan Kelly, et al.
 NPT          – Clark, Tyler, Sam, Ryan, et al.

9:45 Data Management Maturity Model 
How do we score a similar dataset? –

Spawning Ground Survey: Clark Watry discussion leader

10:00
Assessing the DMMM tool: 

Sheryn Summarizing

 YNF         – Bill Bosch, Data Manager
 CTUIR      – Colette Coiner, Data Management Coordinator
 CTWSRO – Stefan Kelly, Watershed Restoration Coordinator
 NPT          – Clark Watry, Project Leader/Data Steward
 CRITFC     – Joe Nowinski

10:15 Break
Managing Large Datasets

10:30 From Micro to Macro: Scaling-up a data 
management ecosystem

Benjamin Warren, Jacob Shapley and Danny Warren, Washington 
Department of Fish and Wildlife Biological Database Systems

11:00 Data management and visualization for large 
datasets at CMOP

Charles Seaton, Coordinator, CMOP | Center for Coastal Margin 
Observation & Prediction (stccmop.org)

11:20 Managing data from Unmanned Aerial 
Systems (UASs)

Connar Stone, IT and Drone Program Manager,
Grande Ronde Model Watershed

12:00 Lunch

ITMD Project
Annual Workshop

April 13, 2022  

Agenda

Presenter
Presentation Notes
Here to welcome us is Zach Penney, the director of the Fishery Science Department at CRITFC for 6 years.

Innovate!, among other business services, provides extensive, hands-on support for geospatial application systems and they have developed desktop software extensions such as toolkits, dynamic and scalable mapping websites and reusable widgets. 

Frank Roberts is the Director of Information Technology for Innovate! Inc, and manages a very talented group of geospatial analysts and geospatial programmers. His team primarily crafts mobile and web-based geospatial solutions for clients throughout the United States. 
Frank is passionate about using GIS to help people solve problems and develop tools to make decision-making simpler. At the state level he has served as a member of the Idaho Geospatial Council Executive Committee and has worked on a number of state, tribal and national GIS initiatives.

Derrick Frese is a Senior GIS Data Architect with Innovate.  He works with a variety of clients to architect, build, and maintain their enterprise Geographic Information Systems and develop geospatial solutions to complex data problems.  Prior to Innovate, Derrick worked in government at several levels.  He worked as the State of Wisconsin DNR's Fisheries Bureau GIS Specialist, he developed and led Green County, Wisconsin's first GIS program,  and he worked as a contractor for the Department of Energy.

Leslie Bach joined the Council staff in October 2016 as a Senior Program Manager in the Fish and Wildlife Division. She is responsible for tracking policy and technical aspects of a variety subject areas including mainstem passage and survival, and tributary habitat restoration and monitoring. During her career, Leslie has worked for federal and state agencies as well as environmental Non-Governmental Organizations. Leslie is a hydrologist by training.
 
Mari Williams moved to Oregon after uni for an internship with the Student Conservation Assn branch of AmeriCorps on a fawn mortality study for ODFW. Within a year she was working with fish, and started managing the data that we put so much into collecting. Mari is a mom, makes art, digs in the dirt, and takes great joy in pulling ivy. Her covid-sanity creek walk has turned into beaver restoration tours, as a local park is reengineered by the real experts. BYOM.   She’s been supporting the Northwest Fisheries Science Center for 12 years and she says she is still learning.
�Dr. Stephanie Russo Carroll is Assistant Professor of Public Health and Associate Director for the Native Nations Institute at the University of Arizona. Her interdisciplinary research group, the Collaboratory for Indigenous Data Governance develops research, policy, and practice innovations for Indigenous data sovereignty. Stephanie co-founded the US Indigenous Data Sovereignty Network and co-founded and chairs the Global Indigenous Data Alliance (GIDA).  
Stephanie is a single mom of three adolescents, four dogs, four cats, and some smaller creatures. That's a full house and Stephanie probably always has a full schedule.

Andrew has assisted Dr. Stephanie Russo Carroll in her work in the Indigenous data sovereignty arena for the last five years. This work began with organizing and presenting at the first ever Indigenous Open Data Summit at the International Open Data Conference in Spain. For the last three years Andrew and Stephanie have worked to identify pathways to bring the Indigenous data sovereignty framework into the American Geological Union sphere. In 2019 Andrew was selected to be a member of the AGU Voices for Science Policy Track. As a member of Voices for Science program Andrew’s goal was to broaden the scope of our audience and introduce non-Indigenous community members, academics, and policy makers to the Indigenous data sovereignty framework.�
�
�

https://wdfw.wa.gov/species-habitats
http://www.stccmop.org/
https://grmw.org/
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How do we each score a similar dataset?
Use Case – Spawning Ground Surveys

Clark Watry, NPT presenting, et al.

Combined Dataset Evaluation

Data Mgmt. Stage Dataset Planning Collect/Create Data Dataset 
Quality 

Data 
Analysis/Reporting Data Archiving

Management for 
future 

accessibility, 
interoperability

1 - Performed
2 - Managed
3 - Defined

4 - Measured
5 - Optimized

Dataset Categories
1 2 3 4 5 6 7 8 9 10

Evaluation 
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Data Mgmt. 
Plan

Dataset 
Workflow

Dataset Data 
Collection 

Methods/Protocol 
(Standards)

Dataset Data 
Collection 

(Technology)

Dataset 
QA/QC 

Processes

Dataset 
Reporting/ 
Publishing

Dataset 
Access

Dataset 
Metadata

Dataset 
Storage

Dataset Life Cycle 
Management

Dataset Maturity
(average level)

SGS datasets 
(average level)

Removed one driver (category) from datasets:  Dataset Governance 



DMMM Dataset Criteria: 
QA/QC and Metadata Categories

Ad Hoc
Undocumented

Individual Heroics 
(siloed by project)

Dynamic
Reactive

Some repeatable
Some consistency
Some disciplines

Documented
Standards

Consistency

Process metrics
Controlled process
Adaptable process
Consistent results

Incremental
Innovative

Improvements

Dataset Maturity Level
1 - Performed 2 - Managed 3 - Defined 4 - Measured 5 - Optimized

6) Dataset QA/QC Processes: Are QA/QC 
processes clearly defined, implemented, and 
trackable?

Project manually catches basic 
transcription errors, applies basic 
range limits and validation, but does 
not necessarily follow a QA/QC 
protocol

Corrections are not documented

Clearly defined methodology for 
QA/QC using range limits and other 
qualifiers

Data corrections are documented at 
project scale

Automated QA rules applied 
according to standardized 
methodologies

Data corrections are tracked at data 
system level and versions are 
documented

Independent verification process, 
metrics and possible statistical 
analysis used to validate

All corrections are documented and 
sent to dataset owner

Data collectors are trained in data collection protocol and quality 
assurance best practices pre-season. Automated quality control 
processes detect data quality issues. QC results are reviewed 
post-season and lessons learned incorporated into DM plan and 
data collection system.

Software Tools are used to validate DES rules and check for 
inconsistent outliers; Automated rules applied include regional 
standards

8) Dataset Metadata: Measures metadata 
adequacy, consistency, and availability for 
accessibility.

Metadata documentation exists only 
in reports

A metadata management process is 
established and followed

Metadata documentation captures 
data interdependencies

Metadata categories, properties, and 
standards are established and 
followed

A metadata management strategy for 
the project is established with input 
from relevant stakeholders

Metadata management efforts are 
centralized and overseen by data 
governance, including additions and 
changes

Measures and metrics are used to 
evaluate the accuracy and adoption 
of metadata

Metadata types and data definitions 
support consistent import, 
subscription, and consumption 
practices

The metadata repository extensions 
include exchange data representation 
standards used by the project

New metadata management 
activities are guided by metadata 
metrics and historical information 
about metadata

Quantitative 
objectives guide metadata 
management and support process 
performance

Root cause analysis is conducted to reduce the variations between 
the repository information and the data it describes

Performance prediction models guide changes in metadata 
management processes

Quantitative metadata improvement objectives are derived from 
the metadata strategy

Planned data changes are evaluated for impact on the metadata 
repository; and metadata capture, change, and refinement 
processes are continuously improved.



Discussion

Data Management Maturity Model

How do we each score a similar dataset?
Use Case – Spawning Ground Surveys



Data Management Maturity Model

Yakama Last year comparison

# Data Sets 13 8/10 received better score

# Data Systems 3 All same score as last year

• Michelle and Binh might be better for this exercise than I am.  {STAR/123}

• System uses CDMS as back-end; Joe Nowinski might be better evaluator. {123/CDMS}

• A long way to go to get there {referring to project level management}. Could use 1 or 2 staff who have these types 
of things as primary job responsibility.

Comments referred to the data systems:



Data Management Maturity Model

CRITFC

# Data Sets 4

# Data Systems 1 (CDMS)

1. Appoint data steward 

2. Define dataset lifecycle tasks  

3. Define roles and responsibilities

4. Allocate time/funding for data management

5. Develop data collection, QA/QC process, reporting, and metadata documentation 

6. Automate reporting to make summaries easily reproducible

7. Develop a long-term plan for this (one) dataset

Comments applied to most of the datasets:



Data Management Maturity Model
NPT

# Data Sets 4

# Data Systems 2

Comments About Datasets’ category levels:
For 'Defined’ {level 3}, what does it mean for a dataset design to be reusable?  

Confusing because CDMS inherently "re-uses" dataset designs for projects using the same datastore.  

Would like an example of level of detail for "DM tasks and strategy defined in project reporting".    

‘#4-Measured', how would the "performance of a dataset design" be measured?  

‘#5-Optimized', bullets referencing Data Governance seem like they should be part of next category.  What are "industry 
standards"?

‘#3-Defined', request example of dataset governance documentation.  Who is documentation intended for (internal only??)?

….{and many more comments, will make available in final slide deck}

Comments:



Data Management Maturity Model

CTWSRO

# Data Sets 3

# Data Systems 1 (CDMS)

• Filled these out to the best of my understanding. 

• The huge caveat is that I don’t have access to the CDMS being that I'm in a remote office - I think someone in 
Warm Springs who has actually interacted with the CDMS would provide a different perspective. 

• Many of these things are under development too, so I'm optimistic that a lot of these scores improve over the 
next 12 months or so.

• I think for all three of these datasets the next steps involve continuing to develop the workflow for integrating 
them into the CDMS and defining roles and definitions for things like QA/QC, reporting, and life cycle 
management. I think we're trending in that direction, but it's a process.

Comments:



Data Management Maturity Model

CTWSRO

# Data Sets 4

# Data Systems 1 (CDMS)

Current defined Criteria are confusing and hard to distinguish the higher levels (3 and up)

• Need to refine to very definitive steps:     
• Paper > Electronic>Auto Import

Original intent of the DMMM was for CTUIR to evaluate our own movement 

• Discussion points with other departments within CTUIR
• Not meant to be a grading system just a visual representation of where things are
• Some datasets will never be above a certain level due to their needs
• Not meant to compare the 4 tribes to each other

Comments:
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